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Abstract. An application of neural network has been applied to the develop-
ment of materials for the construction industry. Different mixes were designed
to create a piece which will be used on a roof with an angle of inclination and
some tile. The experiments were divided in two stages. The first consisted of
the development of mixes with different amounts of cement. The flexural
strength was evaluated. In the second stage. a Percetron neural network based
on experimental tests was generated and evaluated in order to predict me-
chanical properties of new mixes. This study shows the correlation of the dif-
ferent mixes and the neural network prediction as well as the behavior of
other designed mixes.

1 Introduction

The lack of a worthy ceiling in the housing industry in Mexico is one of the most
serious problems that is presented to the population with low resources. According to
data emitted by INEGI from XII population Census [1], 35 percent of the population
in the country has ceilings made of material classified as low durable. That numbers
nearly 7.6 million houses. According to INEGI, these materials, shown in table I,
show a nominal life utility that go from 2 up to 50 years.

Table 1. Font Life utility of the different materials used for the construction of ceilings

Material Nominal Life utility
(years)
Waste material 2
Cardboards 2
Metallic and asbesto 11
Palms, tejamanil and wood [2, 3] 15
Tile:i2.3] 30
Concrete slabs, bricks and terrace 50

with a set of beams
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An area of opportunity in the housing industry in Mexico, based on the aforemen-
tion prpblem, is the development of constructive systems for lasting ceilings or cover
according to construction norms [4]. COMIMSA has developed a piece which will be
used on a roof with an angle of inclination and some tile [5]

The system consists basically of two pieces of slabs of concrete lifting elements
and, concrete slabs with finished type tile. The applied process of vibration and com-
pacting during the manufacture of blocks is done in order to increase the volumes of
manufacture of concrete slabs proposed [6]. An alternative to improve the properties
of resistance to flexion is the increase of cement. Nevertheless, this raw material is
expensive, which makes it indispensable to look for methodologies that help to opti-
mize the used cement and to make an experiment design that diminishes the amount
of necessary experiments.

Flexural strength is the ability to resist an applied bending force such as that en-
countered by concrete pavements or other slabs. A determination of the flexural
strength is frequently necessary as part of the design of concrete mixtures in order to
check compliance with established specifications or to provide information necessary
to the design of an engineering structure. In the flexural-strength test, a test load is
applied to the sides of a test beam. Although the test can be performed upon beams
sawed from existing concrete structures, it is more commonly performed upon beams
that are cast for testing purposes.

The use of neural networks is an alterative to make economic designs by the capa-
bilities prediction of these computational paradigms (7, 8, 9, 10, 11, 12]. The princi-
pal use of this paradigm is the approximation of functions and processes using ex-
perimental data. There are several approaches to neural networks and several learning
rules in a single neural structure such as: gradient with momentum. conjugates, gradit
ents, etc. Nevertheless a erceptron neural network with backpropagation Levenberg -
Marquardt learning rule is used.

In following section an overview of Perceptron neural networks is given. The third
section discusses the experimental procedure to extract the training and validation
data. Results are given in section four. Finally, conclusions and future work will be
given in the last section.

2 Perceptron Neural Network and the Leverberg - Maquardt
Learning Rule

A neural network is an interconnection of processing elements or artificial neurons
[13]. The principal use of this paradigm is the approximation of functions using ex-
perimental data. The behavior of the neural network is established by its’ connection
weights. The learning rule adjusts the weights to minimize any error between a de-
sired response and the actual response of the neural network. The desired responses
are expressed in a database of patterns of input — output pairs. A single response of a
processing element is determined with (1) and (2).
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Where 1 is an artificial neuron and i is the corresponding element of an input
vector X . Matrix J¥ represents the connection weights between an element of the
input vector X and a neural element 7. The activation function F, regulates the

output of the neuron. A Sigmoid function is usually used (2). Since layers of neurons
are used. it is necessary to adjust several connection weights in the learning rule.
There are several learning procedures to adjust the connection weights; nevertheless,
the Levenberg - Marquardt leaming rule is used [14]. The rule is a variant of the
Gauss-Newton optimization method. The connection weights are calculated as fol-

lows:
WeeW-J'J+A)"Je (3)

Where £ is the difference between the actual and required response. The Jakobian
matrix for a single neuron can be written as follows:
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Parameter A is modified based on the development of the error signal and p

represents the available patterns [15, 16].

3 Experimental Procedure

A control mixture was prepared using Type I Portland cement, a limestone coarse
or fine aggregate (with a particle size of 6.35 mm in the first case, and of 4.76 mm in
the second case), and water. The particle size analysis of all materials used was car-
ried out according to the Mexican NMX-C-077-ONNCCE standard. The four mix-
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tures were prepared by changing the weight fraction of Portland cement. It must be
stated that a water/cement ratio equal to 0.8 was used in all mixtures.

In this study, a quick and simple conventional slab-making process was employed.
In this process, eagh one of the studied mixtures was poured into a suitable mold,
followed by vibration and compacting under manual pressure applied during a fixed
period of time. In this way, concrete slabs with dimensions 62x25x14cm were ob-
tained. Aﬁer extracting the formed slabs from the mold, these were water cured for
time periods of up to 28 days in order to promote the hydration of Portland cement.

The flexural strength tests were conducted according to the ASTM C78 Standard
[17]. A Tinus Olsen Machine was used to conduct these tests. The flexural strength of
the slabs with finished type tile was measured after a period of water curing of 3, 7
14 or 28 days. Three tests were carried out for each curing time, ure
composition.

The neural network architecture has two inputs and one output (Fig. 1). The first
input represents the percent of cement used to build slabs. The second input repre-
sents the curing day. The output represents the flexion supported. The experimental
data have samples of percentages, curing days (only 3, 7, 14 and 28 curing days) and
the resultant flexion. From the experimental data 48 patrons were extracted in order
to train the neural network and 16 patrons were used as validation data.

per each mixture

Cement Percent
weigth %
(weigth %) Staher Flexion (Kg/cmA2)

Network

Curing time (days)

Fig. 1. Architecture of the neural network to approximate the flexion strength.

4 Results and Discussion

A Matlab® neural networks toolbox was used to generate a structure of two layers
with 50 inner neurons with tangential activation function and Leverberg-Maquart
learning rule. The neural network was used to predict the flexion strength of some
mixture not used in training the procedure. Figure 2 shows the prediction of flexion
strength through 38 days using an 11% cement mixture. Figure 3 shows the
‘prediction of flexion strength through 28 days using 16 % of cement.
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Fig. 2. Neural network prediction performances with a weight percent of 11% ce-
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Fig. 3. Neural network prediction performances with a weight percent of 16% ce-

ment.

Figure 1 can be used to design a specific slab of concrete depending on desirable

flexion strength characteristics. The plot was generated by setting the curing day
ercents in a range between

input to be 28 days and generating an input set of cement p
0.1% to 0.2%.

5 Conclusion

The generation of test slabs takes time and represents a
work can be used to predict the flexion strength in percent
experiment saving cost and time to design mixtures to bu

plot can facilitate this design. The use and comparison with
regression models is a future work.

high cost. The neural net-
of cement not used in the
ild slabs of high perform-

ance in flexion strength and fulfill the requirements of the construction norms. The
other neural networks and
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Fig. 4. Different percent of cement versus the flexion strength predicted.
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